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Setting the Stage
i November 2022 Today

ChatGPT released 415 Epic customers

@ using generative Al

IP Insights, Al Text Assistant, Sidekick,
Discharge Summary, Ambient
Flowsheets, End of Shift, PB Coding
Assistant live

SideKick agent live
on Cosmeys

First customers
live

+
with In Basket Art | 150+ use cases

I live & in development
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Epic integrates
generative Al
into EHRs

Cogito Cloud live
Al Data Foundation
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Why is Al in healthcare’* gingy:
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For Model
Developers

Healthcare data is disparate
and challenging to model on

Data can vary widely between
organizations

PHI/PII makes it hard to do
real-time data capture for error
analysis

Test and re-test (even small
changes can have large
implications)
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For Model
Developers

Healthcare data is disparate
and challenging to model on

For Healthcare S5 : 55
Organizations AL e | S
Al requires iteration, speed, =3 s AB |
and agility; not all

organizations are suited for
that.

Data can vary widely between
organizations

PHI/PIl makes it hard to do Successful groups are

real-time data capture for error
analysis

thoughtful about post-release.
Who's monitoring? How?

Workflows can vary between
hospitals; differentiate between
on-label vs off-label.

Test and re-test (even small
changes can have large
implications)
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Why is Al in healthcar; ging?

For Healthcare
Organizations

Al requires iteration, speed,
and agility; not all
organizations are suited for
that.

Successful groups are
thoughtful about post-release.
Who's monitoring? How?

Workflows can vary between
hospitals; differentiate between
on-label vs off-label.

What countsas a
medical device?

You need to be aware of the
regulations (which continue to
change)

The more the Al tool does on
its own, the more likely it will
be a medical device

Risk primarily comes from the
use-case, not necessarily the
type of model
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Understand the
Full User-Story

Generated at: 6/3/2024 2:50 PM. Focused on: CHF

« Hussain, Flora, 52, has a history of congestive heart failure due to hypertension, which

° Focus on the Workflow is currently stable. 1
4 3 « She is on a treatment regimen that includes dietary sodium restriction, regular aerobic
. What data IS ava”able? exercise, and daily weight measurement. 2
* When is the user "r‘eady" for the information? « Her heart failure is to be reassessed in 3 months. 2
A What ShOU |d be Shown? « She is also managing diabetes, which is stable and will also be reassessed in 3
) months. 1

Her current medications are well-tolerated without significant side effects. 3

She is exercising 5 days a week and is compliant with her hypertension medications. 2

« Supporting information helps build trust

A pre-visit phone call was completed on 5/22/2024, during which she reported
moderate activity. 4

References

«

* Trust leads to adoption & Q@ Leam More



Pilot users = broad
rollout

Small use-cases lead to

Don't boil the ocean; :
clear requirements and

a small solution can goals. «  Specialty, focus area
have a big impact on
users.

This makes it easier to « Userrole
iterate. «  Super users




Don't focus on perfection out-
of-the-gate, but do evaluate at
every stage.

How will you work with your
customers & data partners
(who has the data/validation)
on an ongoing basis to
validate?

How will you measure your tool
and what are your “success”
criteria?

Tight develop-test loops will
help you move faster.
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Rule-Based
Logic

Expert-defined and
explicitly coded

<

The Evolution of Al

@,

Predictive
Analytics

Statistically derived to
predict a pre-defined event

it

Generative Al
(Large Language Models)

Generally-trained to
generate novel content

Deterministic
Targeted

Probabilistic

More generalized




The Evolution of Generative Al

S

Single-Step Multi-Step Reasoning Agent Dynamic Agent




The length of tasks Al can do is doubling every 7 months.

1 hr

45 min

30 min

15 min

0 sec
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Why Language Models Hallucinate

Adam Tauman Kalai* Ofir Nachum Santosh S. Vempala' Edwin Zhang
OpenAl OpenAl Georgia Tech OpenAl

September 4, 2025

Abstract

Like students facing hard exam questions, large language models sometimes guess when
uncertain, producing plausible yet incorrect statements instead of admitting uncertainty. Such
“hallucinations” persist even in state-of-the-art systems and undermine trust. We argue that
language models hallucinate because the training and evaluation procedures reward guessing over
acknowledging uncertainty, and we analyze the statistical causes of hallucinations in the modern
training pipeline. Hallucinations need not be mysterious—they originate simply as errors in binary
classification. If incorrect statements cannot be distinguished from facts, then hallucinations
in pretrained language models will arise through natural statistical pressures. We then argue
that hallucinations persist due to the way most evaluations are graded—language models are
optimized to be good test-takers, and guessing when uncertain improves test performance. This
“epidemic” of penalizing uncertain responses can only be addressed through a socio-technical
mitigation: modifying the scoring of existing benchmarks that are misaligned but dominate
leaderboards, rather than introducing additional hallucination evaluations. This change may
steer the field toward more trustworthy Al systems.



Open-source template
and schema

Performance on local
patient mix

Real-time, ongoing
= monitoring

Thank you to the following customers for contributing!

_uchealth

R

NYU Langone
\— Heaith

m DukeHealth

MICHIGAN MEDICINE

UNIVERSITY OF MICHIGAN

Binary Classifier Fairness Audit

Model Options
Target Column | Readmitted within 30 Da v

Score Column | LGBM_score

O Combie scores C o=
Faimness Options ispank
Threshold 020
Famess metes | LS9ecEM v Primary Dx v Secondary Dx - s
ut
Glucose v AC v| | Taking Insulin v Taking Metformin v C v\eCk lt 0

Count  Sensitivity Specificity PRV NPV Flagged
Race
Caucasian 74220 * 053 + 081 . 023 + 094 L enn Loet217 . —
AfricanAmerican | 18772 @ 0.51(2.89%) @ 0.0 (0. @ 0.21(343%) @ 094 (0. d PDSQI-9
Hispanic 2017 @ 051(275%) @ 083 (34 @ 0.23 (0.10%) @ 055 (0. s; Likert Plot Counts of Each Row
Asian 628 @ 049 (5.98%) @ 038 (-9.58%) DO 031(3723%) @ 094 (0 i E :
B -
Female 53454 053 * 080 T |
Male 45886 @ 082 (-208%) @ 094 (o.os;.
Age | fted o Cited 967
70+ 44352 e 052 + 078 . 021 com |

39118 @ 0.51(2.60%) [ ] ® 094 (rm;

690 @ 0.47 (8.69%) [ ] 17.01%) @ 097 (-350
¥ Legend | 45% 30% 15% 0% 15% 30% 45% 60% 75% 200 400 600 800
+ the largest cohort for the categ Percentages of Responses Counts
& within 40.00% lower than the la
¥ more than 40.0¢ han the largest cohort 4 more than 40.0¢
fewer than 10 samples, data was censored .
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ic Al Trust and Assurance Suite

Saint Luke’s

Stanford Health Care
MEDICINE

9

UC San Diego Health
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i Clinical Decision Support
(CDS) Service

l

OurPractice Advisory - Bala, Chandra

(™ This patient has exceeded their lifetime dose of radiation exposure.
Click here for ACR Radiation Guidelines

sz Perform the following actions
Remove the following orders

Remove: {77 CT SCAN HEAD CONTRAST
Routine, Mormal

Apply the following
| Order: {71 MRI Head w and wo IV Contrast

(O M Acknowledge and continue

+ Accept (2) X Cancel




Generalize {0 Benefit More with Industry Standards
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HL7 ULAHLZFHIR ¢ |

International

2.0.1 - STU 2 Release 2

Downloads

CDS Hooks Hook Library + Change Log

CDS Hooks

Table of Contents ~ Home <prev | bottom | next>

This page is part of the CDS Hooks Specification (v2.0.1: STU2) based on FHIR (HL7® FHIR® Standard) R4. This is the current published version. For a p
full list of available versions, see the Directory of published versions !

Home

Version: 2.@.1

Official URL: http://cds-hooks.hl7.org/ImplementationGuide/hl7.fhir.uv.cds-hooks

IG Standards status: Trial-use Computable Name: CDSHooks

Intellectual Property Statements Intellectual Property Statements

The HL7 CDS Hooks Implementation Guide is the copyright of HL7 International and Boston Children's
Hospital. The specification is licensed under a Creative Commons Attribution 4.0 International License.

Overview

Conformance Language Sl
Use of JSON -

CDS Hooks Anatomy
o CDS Services

Overview
This HL7 CDS Hooks Implementation Guide is published at the level of Standard for Trial Use [4. It

describes a "hook" (£-based pattern for invoking decision support from within a clinician's workflow. The ® G Er=itE o
API supports: ° Cards
* Discovery
« Synchronous, workflow-triggered CDS calls returning information and suggestions o HTTP Request ie
« Launching a user-facing SMART app when CDS requires additional interaction o Response _,.’_ \

The companion HL7 CDS Hooks Library [4 contains specifications of industry standardized clinical workflow o HTTP Status Codes
steps used by systems conforming to this guide. While changes to this guide become infrequent and tightly o Discovery Example
constrained, new hooks will continue to be specified and matured in the Library.

* Calling a CDS Service
o HTTP Request
= hooklInstance

See https://cds-hooks.org/ [£ for additional information, resources and ways to get involved.

o Example
< Conformance Language « Providing FHIR Resources to a CDS
- " The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", Service
- "RECOMMENDED", "MAY", and "OPTIONAL" in this specification are to be interpreted as described in o Prefetch Template

RFC21194. Further, the key word "CONDITIONAL" indicates that a particular item is either REQUIRED or = Prefetch tokens v



https://cds-hooks.hl7.org/
https://cds-hooks.hl7.org/
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* Understand the full user-story and have a plan
for all stages of the lifecycle (dey, test, release,
post-live, ...)

o Start small, build out. Don't boil the ocean.

 Build, measure, iterate. Create tight develop-
test loops with clear success criteria.



Phoenix, Powered by EpIC, Prelude, Radar, Radlant, Resolute, Revenue Guardlan, Rover, Share
Everywhere, SmartForms, Sonnet, Stork, System Pulse, Tapestry, Trove, Welcome, Willow, Wisdom, With
the Patient at Heart, and WorldWise are registered trademarks, trademarks, or service marks of Epic =
Systems Corporation in the United States of America and/or other countries. Other company, product,
and service names referenced herein may be trademarks or service marks of their respective owners.
Patents Notice: www.epic.com/patents.
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